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Abstract: Our objective is to try and ascertain the plausible source language of Wikipedia articles on two do-
mains, gastronomy and science, across five languages: Italian, English, Spanish, German, and French. Drawing
upon the concept of text similarity, we explore its application in multilingual Wikipedia pages, which can serve
as a potential source for the creation of comparable and parallel corpora, though they do not always represent
direct translation of one another. The choice fell on the abovementioned domains so that we can examine the
feasibility of discerning the source language in a cultural and non-cultural field. For this purpose, this study
attempts to estimate text similarity by computing the cosine similarity between sentence embeddings generated
by the LaBSE model.
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1 Introduction
This study aims to explore the notion of text sim-
ilarity, which can be defined as the commonality
between two text snippets, with similarity being
greater as the commonality increases [12]. In par-
ticular, we consider text similarity on a seman-
tic level rather than a morphological and syntac-
tic one. In general, this notion represents a ma-
jor focus within a wide range of Natural Lan-
guage Processing (NLP) applications, such as in-
formation retrieval, machine translation, and au-
tomatic question answering [20]. By drawing on
such a concept, this study aims to infer the plausi-
ble source language of Wikipedia articles written
in five languages (Italian, English, Spanish, Ger-
man, and French) and discussing the same top-
ics from two domains (gastronomy and science).
By addressing both a cultural field and a scientific
field, this study tries to examine what the plausi-
ble source language is. Wikipedia is the object of
this study since it provides articles on the same
topic in different languages (i.e., interlanguage-
linked articles), thus constituting a source of ex-
tensive multilingual data and one of the largest
and most popular sources of comparable data for

training machine translation systems [2]. Never-
theless, Barrón Cedeño et al. (2014) point out
that, while some articles are mutual translations,
others are independent of one another[2]. The
possibility for users to edit Wikipedia pages en-
tails a multi-authored content production, which
brings about articles’ inherent instability [14].
Our work’s main contribution is thus applying a
multilingual approach to the task of identifying
the plausible source language for a set of sen-
tences sampled from a comparable corpus, ex-
tracted from Wikipedia. For this purpose, we ex-
plore sentence-level text similarity by attempting
to identify plausible parallel sentences across five
languages. To this end, we use sentence embed-
dings, generated through the Language-agnostic
BERT Sentence Embedding (LaBSE) model [5].
In order to assess the text similarity of each pair of
sentences, we compute the cosine similarity be-
tween their representations.
Additionally, we carry out a manual evaluation on
the same 200 sentences (100 for each domain)
in three out of the five languages (Italian, En-
glish, Spanish) to determine how many pairs of
sentences correspond to parallel sentences. Our
evaluation is then analyzed by assessing the inter-
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annotator agreement through Krippendorff’s al-
pha to estimate the level of agreement among the
annotators.

2 Related work
Among the studies addressing text similarity, Fu-
jishiro et al. (2023) develops a semantic search
system for a Japanese database collecting medical
malpractice claims [6]. They employ Sentence-
BERT (SBERT) to create the embeddings and use
the Euclidean distance to assess the similarity be-
tween pairs of embeddings. Yet Fujishiro et al.
(2023)’s study only approaches the problem in a
monolingual setting, focusing on Japanese. Other
studies address more than one language and at-
tempt to select parts in comparable data. [1][16]
These studies, however, are developed in the con-
text of domain adaptation, which does not ensure
that the selected parts are parallel, i.e., source and
target sentences are in-domain, but they are not
necessarily translations [19]. Moreover, corpora
created in such a way are not suitable to train Neu-
ral Machine Translation (NMT) systems because
they are sensitive to noise [19].

3 Data1

As described in Figure 1, the data used in this
study is divided into two categories. The first
dataset comes from the GeNTE corpus, compiled
by Fondazione Bruno Kessler [17]. It consists
of 1,500 parallel sentences extracted from the
English-Italian and English-Spanish segments of
the Europarl corpus, which is based on the pro-
ceedings of the European Parliament in the offi-
cial languages of the EU [10]. This was chosen
because of its high parallel quality, which ruled
out potential grammatical or translation inconsis-
tencies, and the higher probability that the con-
tent was written by a human. Also, this ensures
that our methodology is tested in a relatively pre-
dictable environment, providing a foundation for
the identification of a cosine similarity threshold
as accurate as possible. The second dataset is
further divided into two domains, i.e., gastron-
omy and science. Overall, it comprises a total
of 105 selected Wikipedia entries for each of the
two domains (210 main entries in total), ensuring
that each was available in all the 5 languages se-

lected for the present study, for a total of 1,050
texts. The aim of this division is to test which ob-
servations regarding the possible source language
can be made across both domains, i.e., whether
results might be generalized in a cross-domain
perspective or whether some discerning might be
required when dealing with culture-specific top-
ics. As regards the gastronomic domain, each
of the five languages had to be represented with
an equal number of entries on cultural-specific
dishes. This means that, out of 105 dedicated
main entries, 21 had to belong to Italian cuisine,
21 to the French, and so on. With relation to the
scientific domain, such a clear-cut division into
equally represented subdomains was not made,
assuming that the scientific domain and its re-
lated sub-branches are not culturally specific nor
culture-dependent. Generally speaking, the sam-
ple used for scientific text includes texts on hu-
man anatomy, geology, astronomy and nuclear
physics.

Figure 1: Data - Wikipedia and GeNTE

4 Model
Following the work of [3], we use the LaBSE
(Language-agnostic BERT Sentence Embedding)
model [5] to calculate sentence-level representa-
tions. LaBSE is a BERT-based model [4], trained
on a corpus encompassing 109 languages which
employs a dual-encoder architecture, with one
encoder processing the source sentence and the
other processing the target sentence. Initialized
with pre-trained BERT weights, the model’s en-
coders are trained using a translation ranking loss
with an additive margin, prioritizing correct trans-
lations over incorrect ones [5], as shown in Figure

1https://drive.google.com/drive/folders/1KJwvjil4gszxaGmq0kso54LsvobntNxG?usp=sharing
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2. In this setup, LaBSE embeddings are pivotal
as they serve as the primary input for subsequent
similarity assessments. Leveraging a multilingual
vector space, the system generates vector repre-
sentations of sentences sourced from a multilin-
gual dataset. Each output embedding consists of
a 768-dimension vector. These vectors are then
compared using the cosine similarity metric to
gauge the similarity between sentences.
Cosine similarity is key for assessing vector sim-
ilarity, particularly in the context of comparing
sentence embeddings. It has a convenient range
for most machine learning problems, [-1, 1]. Vec-
tors with a cosine similarity close to 1 leads to the
conclusion that the two sentences are likely talk-
ing about the same thing [9].
Therefore, by dividing texts into sentences, and
converting them into vectors, LaBSE captures
their semantic essence, enabling a more nu-
anced and precise comparison across different
languages. This method stands on the premise
that true semantic similarity transcends mere tex-
tual or syntactic parallelism, reaching into the
realm of conceptual equivalence [15].

Figure 2: LaBSE model graph.

5 Methodology2

Our methodology for detecting the source lan-
guage in the collected data is founded upon a se-
quential use of Python scripts, each tailored to a
specific objective. Execution of these scripts oc-
curs primarily on Google Colab and Visual Stu-
dio Code platforms. Due to the substantial vol-
ume of data under analysis, reliance solely on
open-source CPU resources proved inadequate.
In Colab, PyTorch was configured to use the cuda

hardware architecture, enabling GPU utilization
and leveraging its complimentary availability un-
til such resources were no longer accessible. Sub-
sequently, a transition to the computing infras-
tructure provided by the Department of Transla-
tion and Interpretation (Forlı̀) was done.

5.1 Threshold

As introduced in Section 3, the GeNTE corpus
[17] was used to determine a threshold value for
cosine similarity aimed at classifying sentences as
either parallel or non-parallel. A similar method-
ology was applied by Feng et al. (2022), who
investigated parallel text mining from the Com-
monCrawl dataset [5]. They employed a binary
classification approach based on an arbitrary co-
sine similarity threshold of 0.6. In their method-
ology, sentence pairs scoring above this thresh-
old were categorized as parallel, while those be-
low it were deemed non-parallel. However, given
that the CommonCrawl dataset collects raw web-
page data, it was decided to assess LaBSE’s per-
formance first on highly parallel texts, specifi-
cally reliable translations, before making any de-
cisions. The model yielded the following av-
erages, calculated on sentence similarities of all
fragments contained in the corpus:

5.2 Getting data from Wikipedia

After obtaining the threshold value, the next step
involved automating the retrieval and archiving of
Wikipedia pages. To achieve this, the ‘wikipedia’
library was used. The script is based primarily
on a function, i.e. ‘download and save page’,
designed to interact efficiently with Wikipedia’s
API. This function simplifies the process of fetch-
ing Wikipedia page content in a specified lan-
guage while addressing potential issues such as
page unavailability or disambiguation.
In order to correctly use this function, the
Wikipedia page titles are written within a dictio-
nary with their respective language. The key of
this dictionary, instead, represents the name of the
subfolder that will be created and saved within
the main folders that represent our domains ei-
ther “Gastronomy” or “Science”. As result each
subfolder contains 5 txt files, with the language

2https://drive.google.com/drive/folders/1Co jNHQJobWA1T f X2GXA f kleNwdwV 9qK?usp = sharing

3

https://drive.google.com/drive/folders/1_CojNHQJobWA1TfX2GXAfkleNwdwV9qK?usp=sharing


appended to their filenames.

5.3 Document cleaning

Since Wikipedia texts frequently feature numer-
ous sections, such as notes, bibliographic refer-
ences, redirections to other entries and links to
external websites, the following step focused on
removing such information, which could poten-
tially add noise across the dataset. After identify-
ing the specific patterns to be removed, the clean-
ing stage was carried out by making use of the
regular expressions in Python to remove all titles
in general, avoiding that similarity between cou-
ples of noun phrases would compromise results
by adding sets of phrases with similarity scores
too close or equal to 1.

5.4 Embedding computation and similarity cal-
culation

Each text was split into sentences with NLTK’s
sentencizer. Sentences were processed with a
batch size of 8 due to VRAM constraints, and to-
kenized using the BERT tokenizer. All the tok-
enized data was then passed to LaBSE to compute
embeddings for each sentence in each language
for subsequent similarity comparison.
We performed padding to ensure that all sen-
tences in each batch had the same number of to-
kens. Each sentence with less than the maxi-
mum number of tokens for the given batch will
be padded until the sentence length reaches that
said value.
Moreover, we had to ensure that the number of
sentences in each set of documents were the same
as well. For this reason, the pipeline integrates
the creation of zero tensors that were concate-
nated to the sentence embeddings, uniforming the
number of sentences for comparison of articles in
different languages. This was designed to facil-
itate similarity calculations and ensure that sen-
tences without a candidate equivalent could still
be aligned without affecting the final results.
Results were compiled into frames, 210 in to-
tal, with each being dedicated to one single en-
try (e.g. The document “Anemia.csv” contains
all cosine similarities for all 5 Wikipedia articles
on anaemia in different languages). Every sin-

gle frame displays sentence pairs in different lan-
guage combinations, with the respective language
abbreviations and the calculated cosine similarity
for the couple of sentences at stake. Once we ob-
tained all similarity scores, we proceeded to fil-
ter sentences at or above our established threshold
(0.75 - see Section 5.1.).
Finally, the last portion of the pipeline is dedi-
cated to infer the potential source language (be-
ing defined by us as the language with the highest
number of sentences in combination with the oth-
ers) of articles in our given (sub)domains. This
was done by summing up the occurrences of each
individual language within all the calculated co-
sine similarities. The results were summarized in
a dataframe for each “cuisine” in the case of the
gastronomy domain, whereas for the scientific do-
main a single data frame was used.

6 Manual evaluation3

Having obtained the results from the LaBSE
model, we aimed to observe and identify potential
translation pairs. To conduct this evaluation, we
randomly selected a sample of 200 sentences, 100
from the science domain and 100 from the gas-
tronomy domain, and performed a manual assess-
ment of sentences with a similarity score equal to
or above the chosen threshold of 0.75. Excel was
used as the platform for this manual evaluation,
and the data were assessed by the three authors of
this study. The languages included in the sample
were English, Italian, and Spanish, as these were
the common languages among the three annota-
tors.
The chosen evaluation scale ranged from 1 to 4:
1) completely different, 2) almost completely dif-
ferent, 3) highly similar, 4) parallel translation.
This scale was selected to avoid intermediate val-
ues and encourage the annotators to make more
definitive judgments. To prevent bias, the anno-
tators were asked to hide both the column with
the cosine similarities and the columns with the
scores given by the other annotators. After hav-
ing manually evaluated the sentences, the level of
agreement between the annotators was measured
using Krippendorff’s alpha, a statistical measure
of inter-rater reliability that assesses the consis-
tency of ratings given by multiple observers [11].

3https://drive.google.com/drive/folders/14oQM0u55PUsBx0HUJZ2MhVp-mXIWbPRN?usp=sharing
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7 Results and discussions
7.1 LaBSE cosine similarity

As shown in Figure 3, we can more confidently
assume that entries collected from Wikipedia in
the domain of gastronomy, which are culture-
specific, tend to originate in the language of the
culture they pertain to. However, the final cal-
culation, which considered the number of cosine
similarities where each individual language was
present, revealed some additional insights.
For instance, within German gastronomy, French
(497) and German (556) show only slight differ-
ences. A similar observation can be made be-
tween Italian (825) and English (924) in the con-
text of English gastronomy, and between Italian
(601) and French (588) in the context of Italian
gastronomy. A distinct case is Spanish gastron-
omy, which significantly stands out from the other
languages with a result of 839.
Regarding texts in the scientific domain, the thesis
supported by Scarpa et al. (2015) is confirmed, as
English emerges as the predominant and therefore
pivot language.

Figure 3: Dataframes with the similarities.

Wikipedia, being a tool for dissemination, natu-

rally includes notes and bibliographical citations.
In academic and scientific fields, researchers of-
ten prefer to write articles in English for publica-
tion in specialized journals. Additionally, many
university-level textbooks are typically transla-
tions of texts originally written in English [18].
These same sources are some of those cited or
rewritten by the authors of individual Wikipedia
entries, making it unsurprising that the informa-
tion reported likely had an English source.

7.2 Manual Evaluation

The obtained Krippendorff’s alpha coefficient
among the three annotators is 0.52, indicating
moderate agreement among the annotations (Fig-
ure 4). This suggests that there is some consis-
tency but there may also be discrepancies due to
various factors, such as improving the guidelines
provided or the presence of noise in the data.
It was observed that there were few sentences not
correctly segmented. Our segmentation process
relied on the NLTK’s sentencizer and there could
be the possibility that whether the space after the
period was missing, the split did not occur.
Another aspect observed is that a sentence in
one language appeared very similar with two sen-
tences in another language. Considering this was
an experimental evaluation, a coefficient of 0.52
is deemed quite satisfactory, especially given that
the noise accounts for only 10 percent of all sen-
tences.
Regarding the number of sentences identified as
parallel by the annotators, approximately 60 sen-
tences out of 200 were flagged with a score of
4 (i.e, parallel translations). The average cosine
similarity of these sentences was 0.94, confirm-
ing the estimates made by the LaBSE model at
the beginning of the present study.

Figure 4: Bar chart of annotators’ agreement.
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8 Limitations and future re-
search

Given the results previously illustrated, it could
be argued that it is not always possible to clearly
discern the source language since the nature of
Wikipedia articles defies the traditional direction-
ality of translation. Specifically, within the do-
main of science, English emerges as the source
language, while in the more cultural sub-domains
of gastronomy, a source language does not dis-
tinctly prevail. As a result, it was only feasible
to state that the filtered sentences were compa-
rable or parallel, whereas distinguishing between
source and target was not always attainable.
Future work might test our methodology on more
than five languages as well as under-resourced
languages, which may be limited by a smaller
number of entries. Moreover, possible addi-
tions could adopt other models, such as LASER
(Language-Agnostic Sentence Embeddings Rep-
resentations [3]). Finally, this study can con-
tribute to exploring how semantic-based text
matching works when using sentence embed-
dings in a multilingual setting and can provide
insights on semantic search, i.e., an information
retrieval process which is based on the meaning
behind user queries rather than keyword matching
[13]. Modern search engines are shifting away
from a traditional keyword-based approach to de-
velop more semantically informed engines with
an enhanced understanding of online content [7].
Among its advantages, semantic search is crucial
because users do not always use the same lan-
guage as the desired result [13].
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